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/ Outline \

Cognitive component analysis:
— Our definition
— Motivation and related ideas in the literature
— Audio signals: Phonemes as cognitive components
— Higher order cognition: Text, indexing multi-media, social cognition
— Search engine demos

\Conclusion and outlook
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/Cognitive Component Analysis

Cognitive component analysis (COCA)

— Hypothesis: Cognitive information processing is driven by statistical
properties of the environment.

— The process of unsupervised grouping of data so that the resulting
group structure is well-aligned with grouping based on human
COgnitiVE activity (Hansen et al., 2005).

“Rational models of cognition explain human behavior
as approximating optimal solutions to the computational

problems posed by the environment”
(Griffiths et al., 2007)

\ Cognitive compatibility as ”"y-7Turing” test....
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Ecological modeling
approach

Important for engineering proxies for human information processing...
Cf. efficient coding of “context-to-action” mapping
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ﬁe key question in cognition and information retrieval: \
What is an object = should be indexed?

Many generalizations are possible — which ones
Il make sense to a human?
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ﬁognitive component analysis and the \
notion of obyect

The object is a basic notion in cognitive psychology

— E.g., Bundesens "Theory of attention” estimates number of objects in short
time memory

— A pragmatic definition of an object could be: An object is a signal source
with independent behavior in a given environment

— Cognitive component analysis is a step towards an general purpose definition
of an object

— Information theory: Optimality, do brains exploit the coding advantage?

Modeling issues: We are interested in the relation between supervised and un-
supervised learning. Related to the discussion of the utility of unlabeled examples
in supervised learning and swift learning.

Engineering issues: Can we predict the digital media components that a human will
\ pay attention to? -a key challenge for cognitive systems & information retrieval

\
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Cognitive Information Processing

Coanitive Component Analysis
L.K. Hansen, P. Ahrendt, and J. Larsen. Towards cognitive component analysis. AKRR’05 - Adaptive Knowledge Representation

and Reasoning. 2005,

L. Feng , L.K. Hansen. On Low-level Cognitive Components of Speech. International Conference on Computational
Intelligence for Modelling, vol.2, pp 852-857, 2005.

L. Feng , L.K. Hansen. Phonemes as Short Time Cognitive Components. The 31st International Conference on Acoustics,
Speech, and Signal Processing, vol.5, pp869-872, 2006.

L.K. Hansen, L. Feng. Cogito Componentiter Ergo Sum. The 6th International Conference on Independent Component
Analysis and Blind Source Separation, pp 446-453, 2006.

L. Feng, L.K. Hansen. Cognitive Components of Speech at Different Time Scales. The 29th annual meeting of the Cognitive
Science Society, pp 983-988, 2007.

L. Feng , L.K. Hansen. On Phonemes as Cognitive Components of Speech. The 1st IAPR Workshop on Cognitive Information
Processing, pp 205-210, 2008.

L. Feng, L.K. Hansen. Is Cognitive Activity of Speech Based on Statistical Independence? The 30th annual meeting of the
Cognitive Science Society, pp 1197-1202, 2008.

Emotion in song lyrics
M.K. Petersen, M. Morup, L.K. Hansen: Sparse but emotional decomposition of lyrics In Proc. LSAS 2009, International
workshop on learning semantics of audio signals, Graz, Austria 2009.
M.K. Petersen, L.K. Hansen, A. Butkus: Semantic contours in tracks based on emotional tags In Proc. Computer Music Modeling
and Retrieval: Genesis of Meaning in Sound and Music. Lecture Notes in Computer Science 5493:45-66 (2009).
M.K. Petersen, L.K. Hansen: Latent semantics as cognitive components In Proc. 2nd International Workshop
on Cognitive Information Processing. Elba Island, Italy (2010).
M.K. Petersen, L.K. Hansen. Cognitive Semantic Networks: Emotional Verbs Throw a Tantrum but Don’t Bite.
Workshop on Cognitive Information Processing CIP, Baiona, Spain (2012).

Top-down attention

L.K. Hansen, S.G. Karadogan, L. Marchegiani. What to measure next to improve decision making? On top-down task driven
feature saliency. 2011 IEEE Symposium on Computational Intelligence, pp. 81-87 (2011).

L. Marchegiani, S.G. Karadogan, T. Andersen, J. Larsen, L.K. Hansen. The Role of Top-Down Attention in the Cocktail Party:
Revisiting Cherry’s Experiment after Sixty Years. ICMLA, Int. Conf. on Machine Learning and Applications (2012).
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ﬂ)ognitive modeling, mental models

Inferring goals from action observation

Human cognition is often to act on
weak signals, i.e., lack of )

information or poor signal to noise
conditions.

Solve the problem by being very
sensitive and post-process alarms
with rich context models

Mental models can be more or less
well-aligned with actual physics
/ecology, c.f. Friston et al.’s
Predictive coding model

J.M.Kilner, K.J.Friston C.D.Frith.
Predictive coding: an account of the mirror neuron system.
Cogn Process. 2007 Sep;8(3):159-66
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/Subjective, sensory data

Qualitative data often mapped with MDS
multidimensional scaling: low-
dimensional, neighbor preserving
Euclidean representation

Austen Clark in Sensory Qualities (1993):

“The number of dimensions of the MDS space
corresponds to the number of independent
ways in which stimuli in that modality can
be sensed to resemble or differ,

\_

SENSORY
QUALITIES

.
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/Gardenfors’ conceptual spaces

Cognitive models:
— Symbolic, associative/connectionist, geometrical

Human cognition ~ similarity judgments ~ Gestalt theory ~
geometrical proximity

How to identify conceptual spaces, I.e., geometrical
representations? - Cognitive component analysis?

\ (Gardenfors, 2000) /
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Kemp-Tenenbaum — Discovery of structural form
(2008)

Human mind has access only to relatively low complexity modeling tools

Salmon

Chain T Chain
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/Cognitive compatibility

Unsupervised Learning Supervised learning

Hidden variable

1

p(s|x,w,) < p(Xx|s,w,)p(s|w,) I

”Cognitive” label, i.e. provided

”Cognitive event”: by a human observer
Data, sound, image,
behavior How well do these learned
\ representations match: s =y ? /
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Labels: \

When can COCA be expected to work? »a- "B
i i ]
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If "statistical structure” in the
relevant feature space is well
aligned with the label structure
we expect high cognitive

compatibility
Unsupervised-then-supervised _A
learning can explain “learning

from a single example”

The Good,
the Bad,

K and the Ugly...
DT

~—
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How will COCA help computers understand media content?

MNettet Billeder Grupper Katalog

Understand = simulate cognitive Goc ;g[e ] |

¥ Sag pa nettet  Sog sider pd dansk

processing in humans

Sogeresultat
sed. Help. Departs:

Help metadata estimation automatic
tagging of digital media
(sound/images/video/ deep web
objects)

Basic signal processing tools are known
(perceptual models...)
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/ Vector space representation \

Abstract representation - can be used for all digital media

A “cognitive event” is represented as a point in a high-dimensional “feature
space” — document similarity ~ spatial proximity in a given metric

Text: Term/keyword histogram, N-grams

Image: Color histogram, texture measures

Video: Object coordinates (tracking), active appearance models

Sound: Spectral coefficients, mel cepstral coefficients, gamma tone filters

Contexts can be identified by their feature associations ( = Latent semantics )

\

S. Deerwester et al. /ndexing by latent semantic analysis.
Journal of the American Society for Information Science, 41(6), 391-407, (1990)
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ﬂhe Independent context hypothesis: \

The perpetual cocktall party

Challenge: Presence of multiple agents/contexts
Need to "blindly” separate source signals = learn contexts
Independent Component Aanalysis come to rescue!
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Linear mixing generative model ICA - “Synthesis” \
simplistic model incorporating sparsity and independence
Component’s Vector of
Space-time matrix Sl “what”
Normal sources | | !

X(loc,time) = > A(loc,k) s(k, time)

Dense sources

Sparse sources

\
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P/rotocol for comparing supervised and \

unsupervised learning

Use an “unsupervised-then-supervised” classifier:
— Train the unsupervised scheme, eg., ICA
— Freeze the ICA representation (A matrix)

— Train a simple (e.g. Naive Bayes) classifier using the features
obtained in unsupervised learning Use

Compare with supervised classifier == human proxy
— Error rates of the two systems
— Compare posterior probabilities

Research question: Can statistics of independence account
\ for human object detection/uncertainty?

\
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/Phoneme classification \

Nasal vs oral: "Esprit project ROARS” (Alinat et al., 1993)

Binary classification Error rates: 0.23 (sup.), 0.22 (unsup.)
\ Bitrates: 0.48 (sup.), 0.39 (unsup.) /
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Cognitive components of speech

Basic representation: Mel S
weigthed cepstral coefficients "‘
(MFCCs) 20me 0% v

Modeling at different time
scales 20 msec — 1000 msec

Phonemes
Gender
Speaker identity

Figure 3: The latent space is formed by the two first principal components of
utterances represe e SO 5 . structu

ponent mixture, with

Principal
Component

Analysis

Co-worker: Ling Feng
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400 200

TEST DATA

Mel weighted
cepstral coeff.
(MFCO)

-
-
-

-
T -
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PHONEME
DTU Informatics / Lars Kai Hansen

Error rate comparison

For the given time scales and
thresholds, data locate around y >
= X, and the correlation

coefficient p=0.67, p<le-09.

m]
w
192}
=
%
W
o
2
2]

0.4 .2
UNSUPERVISED

SPARSIFIED PHOMEME MFCCS

Sample-to-sample correlation

- Three groups: vowels eh, ow;
fricatives s, z, f, v; and stops k, g, p, t.
— - 25-d MFCCs; EBS to keep 99%

' ed &d o0 energy; PCA reduces dimension to 6.

- Two models had a similar pattern of
making correct predictions and
mistakes. Match between supervised
and unsupervised learning = 91%.

UNSUPERVISED PREDICTION
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Longer time scales

Train F1 Zoom Into 2D

Test F1
Train F2
- Test F2
Train M1
© Test M1

Tp}
c
Q9
5]
c
[}
=
]
-
o=
QL
4=
©
—

Latent Dimension 5

-10 -
. 2 0 ° Latent 0 2_ . 4
Latent Dimension 2 Dimension 4 Latent Dimension 4

Time integrated (1000ms) MFCC'’s: text independent speaker recognition....
Feng & Hansen (CIMCA, 2005)
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Error rate correlations

for super/unsupervised
learning for different cognitive
time scales and events

Challenged by degree of
sparsity and time averaging

UNSLIPER

HEIGHT IDENTITY

cated along this Llnr meaning ]11"11 Lnrrel'{rmn between Ruper wed
and vnsupervised learning,
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“Higher” cognitive representations:
Digital media vector space representation

Abstract representation - can be used for all digital media

Document is represented as a point in a high-dimensional "feature space”
document similarity ~ spatial proximity in a given metric

Text: Term/keyword histogram, N-grams

Image: Color histogram, texture measures

Video: Object coordinates (tracking), active appearance models
Sound: Spectral coefficients, cepstral coefficients, gamma tone filters

-

\
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/I_atent semantics

Document features are correlated, the pattern of correlation reflects
"associations”.

Associations are context specific
Word sets are activated in concert in a given context
ape ~ zoo, zoo ~ elephant => ape ~ elephant

Latent semantic analysis. Contexts can be identified by term co-variance
patterns (PCA)

Deerwester, S., Dumais, S. T., Furnas, G. W., Landauer, T. K., & Harshman, R:
Indexing by latent semantic analysis.
Journal of the American Society for Information Science, 41(6), 391-407, (1990)
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>

TIME (t)

== -

X

LOCATION (i)

Factor models for what / where

Represent a datamatrix by a low-dimensional approximation

LOCATION (i)

s

TIME (t)

S

\
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ﬁenerative model for hidden variables

Source distribution:
X = AS T & i N ( Z) PCA: ... normal
ICA: ... other

IFA: ... Gauss. Mixt.

p(x|A ) ={p( As ,Z)p(0 )d

1 T -1
2 (x=A) x4s- )| | PCA: ¥ = 52.
D(X|A,S,Z) =272 [Y2e 2 > =021,

S known: GLM FA: X =D
(1-A1) sparse: SEM
S.A pOSitiVG' NYI= Hgjen-Sgrensen, Winther, Hansen,

Neural Comp (2002), Neurocomputing (2002)

S
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Figure 1 Non-negative matrix factorization (NMF) leams a parts-based representation of
F— faces, whereas vector quantization (V@) and principal components analysis (PCA) leam
holistic representations. The three leaming methods were applied to a database of
m = 2,429 facial images, each consisting of n = 19 x 19 pixels, and constituting an
n > m matrix X Al three find approximate factorizations of the form V' == WH, but with
three different types of constraints on Wand H, as described more fully in the main text
and methods. As shown in the 7 % 7 montages, each method has leamed a set of
r = 49 basis images. Positive values are illustrated with black pixels and negative values
with red pixels. A particular instance of a face, shown at top right, is approximately
represented by a linear superposition of basis images. The coefficients of the linear
superposition are shown next to each montage, in a 7 > 7 grid, and the resulting
superpositions are shown on the other side of the equality sign. Unlike VQ and PCA, NMF
learns to represent faces with a set of basis images resembling parts of faces.

Original

Leaming the parts of objects hy
non-negative matrix factorization

Daniel D. Lee* & H. Sebastian Seung*t

* Bell Laboratories, Lucent Technologies, Murray Hill, New Jersey 07974, USA
+ Department of Brain and Cognitive Sciences, Massachusetts Institute of
Technology, Cambridge, Massachuserrs 02139, USA

NATURE | VOL 401 |21 OCTOBER 1999 | www.nature.com
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Modeling the generalizability of factorization

Rich physics literature on “retarded”
learning

SINGLE SYMMETRY BREAKING DIRECTION (D=1O4)

1 5 & &

Universality

— Generalization for a ’single
symmetry breaking direction” iIs a
function of ratio of N/D and
signal to noise S

— For subspace models-- a bit more

complicated -- depends on the
component SNR”’s and eigenvalue
separation

— For a single direction, the mean
squared overlap R? “<(u';*ugy)?> is
computed for N,D -> «

B (aS*-1)/SQ+aS) a>1/5?
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R2
0 a<1/S? |
LA o i o O—O— X
100 150 200 250 300
a=N/D S=1/c> Nc:D/52 TRAINING SET SIZE (N)

N, = (0.0001, 0.2, 2, 9, 27, 64, 128, 234, 400, 625)
Hoyle, Rattray: Phys Rev E 75 016101 (2007) G = (0.01, 0.06, 0.12, 0.17, 0.23, 0.28, 0.34, 0.39, 0.45, 0.5)

N 5
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f | -—
Linear mixture of

Independent agents
In term-document
scatterplots

—4 2 0
IC COMP 1

Linear mixture of independent
contexts observed in short time
_, N features (mel-ceptrum) in a
e I music database.
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Complex (social) networks:
Linear mixtures of independent ”interest”?
"Movie actor network”

- A collaborative small world
network

©
[—
n
<
o
4
m
©
m

. 0o . -0.05 0 0.05
Genre patterns in expert opinion (tags) EIGENCAST 3

\ on 400 musical artists

128.000 movies
Berenzweig,. Logan,. Ellis, Whitman (2004). A large-scale evaluation of acoustic
and subjective music-similarity measures Computer Music Journal, 28(2), 63-76, 2004 380 . OOO actors
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mdependent contexts
In document databases

e X(J,t) is the occurence of the j'th
word in the t'th document.

 s(k,t) quantifies how much the
k'th context is expressed in t'th
document.

e A(J,k) quantifies the typical

importance of the j'th word in the
k'th context

ICA in text
Isbell and Viola (1999)
Kolenda, Hansen, (2000)

Dhata extraction
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PCA vs ICA document scatterplots

Dociumenta
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Independent contexts in dynamic text: Chat room analysis

We Iogged a dayS i —ii : e ke that - aver g Pom—__
chat in a CNN "news cafe”.

The database involves SHNTSG R i Gk i
120 users chatting appear: GNN Momir
during an 8 hour period '

1, S0 happe gilhar th
1 the headlinas. He mantioned the

‘alley never a word woukd you have aver

sina but | hava baen daing cosins
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ICA by dynamic decorrelation

vty Pat el A

lh-h‘l
p::ga‘%;\%mmmmm

--

B ™
i Y o P

700 800

The Bayes factor - P(M|D) -
of each model is estimated
In the BIC approximation

Source autocorrelations
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Independent contexts in multi-media

B Organizing webpages
in categories
B Labels obtained from

Yahoo's directory

B Features: Text, color,
and texture subsets of
MPEG image features Word histogram Gabor Texture HSV Color

histogram histogram

3591 192 768

noi‘m noi‘m llO:I'm

L.K. Hansen, J. Larsen and T. Kolenda “On Independent Component Analysis for Multimedia Signals”.
In L. Guan et al.: Multimedia Image and Video Processing, CRC Press, Ch. 7, pp. 175-199, 2000.

Coworkers: Thomas Kolenda,
Jan Larsen
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Performance of the system

trained by associating
unsupervised independent
components with labels —
generalization based on Yahoo
cathegories

Modality
Color
Texture

Texture/'Color
Text
Combmed (texture/color/text)

e I e T P

Fig. 3. Scatterplots of the text and image multumedia data, pro-
jected to a two-dimensional subspace found by PCA. Grey va f
points corresponds to the three considered, see Fig.

ray like structure strongl 1 ICA interpretation, however,
the relevance of this representation can only be determuned by a
subsequent mspection of the recovered source signals. As we will
see in section 4.6, 1t turns out that there 15 an interesting alignment
of the source signals and a manual labeling of the multimedia doc-
uments.
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Texture (K=13)

Color (K=16]

B81.5

17.25 14.75

=Ty

Combined errorrate: 2.8%
"

Single best errorrate: 5.7%

Texture Caolor Text (K=26)

88.25

ht guard
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CASTSEARCH - CONTEXT BASED SPEECH DOCUMENT RETRIEVAL

Fream I-EE“NGN-

Lasse Lohilahti Molgaard, Kasper Winther Jorgensen, and Lars Kai Hansen .
Informatics and Mathematical Modelling canel

Technical University of Denmark Richard Petersens Plads e
Building 321, DK-2800 Kongens Lyngby, Denmark F—

g 32
= -
.

100 150 200
Words

(a) Manual segmentation.

CRISIS NLEEﬁNCN—.I

WAR N IRAT

speach speaker

audta segments f
urns
stream audio speaker

classif segmenta-

HEATWEVE|

CAIME

wFIiiTH cation tion wLoRRER
HURRICANE SEASON I -

Audio analysis ||I II_
OTHER
r ™ 150 20 = 300

Text segments  ——— )

‘Words

(b) p{k|d*) for each context. Black means high probability.

Term-doc
miatry

Context space

CRISIS M LEEANON
WAR N IRAT

HEATWAVE|

Text processing

CRAIME

WILDFRES

Fig. 1. The system setup. The audio stream is first processed using

audio segmentation. Segments are then using an automatic speech e

recognition (ASR) system to produce text segments. The text is ]
Words

then processed using a vector representation of text and apply non- P o i
: Coooe i ) / (¢) The segmentation based on p(k|d* ).
negative matrix factorization (NMF) to find a topic space.

HURFICANE SEAS0M

260

Fig. 3. Figure 3(a) shows the manual segmentation of the news
show into 7 classes. Figure 3(b) shows the distribution p(k|d* )
used to do the actual segmentation shown in figure 3(c). The NMF-
segmentation is in general consistent with the manual segmentation.
Though, the segment that is manually segmented as "crime’ is la-
beled "other” by the NMF-segmentation

Mglgaard et al. 2007
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rch - Windows Internet Explorer

(€1 = |e_ hittp: ficastsearch.imm.diu.dk fsearch/hame.php j £ |

Fle Edit wew Favorites Took Help

Google |G +"inteligent sound" matiab to v | Start J‘,Eﬁ - | ¥% Bogmarker= 544 blokeret | % kontroller = |« Send i 2 [ inteligent sound [, matlsb »

& CNM Castsearch ‘ ‘

CNN Castsearch

Search: |schwarzeneggar Search

Traditional Text Search Top 3 Topics

30/06/2006 23:00 Play segment Play file Transcription Topic 49 'California Politics " (probability 38.3%)
30/06/2006 14:00 Play segment Play file Transcription Topic Keywords:

26/12/2006 05:00 Flay segment Play file Transcription california, southern, heat, temperatures, dollar, wave,
23/05/2006 10:00 Flay segment Flay file Transcription weather, arnold, deaths, governor
18/11/2006 13:00 Play segment Flay file Transcription Top 3 documents within topic:

15/01/2007 13:00 Play segment Play file Transcription 25/07/2006 12:00 Play segment Play file Transcription
07/06/2006 11:00 Play segment Play file Transcription 28/07/2006 05:00 Flay segment Play file Transcription
07/06/2006 10:00 Flay segment Flay file Transcription 25/06/2006 01:00 Play seament Play file Transcription
31/12/2006 03:00 Play segment Play file Transcription

3041072006 01:00 Play segment Play file Transcription To

To . N
aw ... wcalifornia governor arnold’s fortson

Search by Expanded Query &~

23/05/2006 10:00 Play segment Play file Transcription To aga}: 1 TlSF]e Ct'ed t}-le ca 1 1 fc]rrl l1a meEX1co

21/06/2006 23:00 Flay segment Play file Transcription 1 border by helicopter wednesday to see ...
22/06/2006 03:00 Play segment Play file Transcription 2
01/06/2006 22:00 Play segment Play file Transcription 1

01/06/2006 13:00 Flay seqment Flay file Transcription e . the past c]_a_y s pres ident bush as kj_nq
3140772006 17:00 Pl it Play file T i ' . - R

Fy e FEv e ranenRen california’s governor for fifteen hundred
02/06/2006 02:00 Play segment Play file Transcription
24/06/2006 05100 Flay seqment Flay file Transwiption more national guard troops to help patreol
01/06/2006 23:00 Play segment Play file Transcription t he mex j. Can }:] C]rder bu.t q[:]_\rerr“:]r CJ]:"\."i 1 le‘
01/06/2006 20:00 Play segment Play file Transcription . . .

schwartz wicker denying the request

saying. ..

Fig. 2. Two examples of the retrieved text for a query on "schwarze-
negger’.

castsearch.imm.dtu.dk
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File  Flay

MiIRocket

Dance

Time frequency analysis pipeline:

MFCC’s @ 30 ms windows
Temporal 1ntegration and genre

classification at 1000ms

Music recommendation In 12-D genre
space

kens: WEEN  HHz: IEER

=A. Meng, P. Ahrendt, J. Larsen, L.K. Hansen: Temporal Feature Integration for Music Genre Classification. IEEE Transactions on
Audio and Speech and Language Processing 15(5): 1654-1664 (2007)

«T. Lehn-Schigler, J. Arenas-Garcia, K.B. Petersen and L.K. Hansen: A Genre Classification Plug-in for Data Collection. Proc. 7th Intl.
Conf. on Music Information Retrieval, ISMIR 2006, pp. 320-321, Victoria, Canada, Oct. (2006).

=L .K. Hansen, T. Lehn-Schigler, K.B. Petersen, J. Arenas-Garcia, J. Larsen, and S.H. Jensen: Learning and clean-up in a large music I
database. EUSIPCO 2007, European Conference on Signal Processing, Poznan (2007).
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muzeeker

Wikipedia based common sense

Wikipedia used as a proxy for the
music users mental model

Implementation: Filter retrieval using
Wikipedia’s article/ categories

MUZEEKER

muzeeker .com

T "
« P08

S. Halling, M.K. Sigurdsson, J.E. Larsen, S. Knudsen, L.K. Hansen: MuZeeker: A domain SpecificWikipedia-based Search Engine.
In Proc. First International Workshop on Mobile Multimedia Processing. Tampa, USA (2008).

J.E. Larsen, S. Halling, M. Sigurdsson and L.K. Hansen: MuZeeker - Adapting a music search engine for mobile
phones. To appear in Springer Lecture Notes in Computer Science ‘Mobile Multimedia Processing: Fundamentals,

Methods, and Applications’, Selected papers from First International Workshop on Mobile Multimedia Processing, Tampa, USA.
(2010).
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Outlook — the future of mind reading

Continuous mental state
decoding in the wild

24/7 monitoring

EEG real time 3D imaging for bio-feedback

Home Ne
SPACE  TECH SICSMATH  SCIENCE IN SC
h | Health | News

Nokia app powers portable brain scanner

) semo -3}’_- SHARE
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Quantifying subjectivity \

“Affective computing”

Affective computing is research in systems that can
recognize, interpret, process, and simulate human
emotion

Emotions are omnipresent and extremely important to
communication / opinion formation / intent reading

etc
Psychology of emotion is well developed 7fE’
but still far from complete... Oé_wj c;zg

7. The law of hedonic asymmetry: “Negative C-/o”" o tton
emotions last longer, positive emotions

\fade”
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/Sentiment detection

A step towards understanding subjectivity, opinion

Important to many services
Recommender (Amazon reviews)
Information navigation, e.g. navigating music

Oasis "Wonderwall”
Emotional content in the
\ song lyrics through time

»

*M.K. Petersen: Modeling media as latent semantics
ebased on cognitive components (Ph.D. Thesis, DTU,2010)
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Conclusions & outlook

Evidence that phonemes, gender, identity are independent components
'objects’ in the (time stacked) MFCC representation

Evidence that human categorization is based on sparse independent
components in social networks, text, digital media

Conjecture: Objects in digital media can be identified as independent

components: The brain uses old tricks from perception to solve complex
"modern” problems.
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