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Chapter 1

Introduction

Diagnosing rare diseases can be a difficult and time consuming task for a
physician. When encountering the symptoms of a rare disease, the physi-
cian usually has little or no prior experience with similar cases. Although
time is of major importance in most of the cases of rare diseases, the patient
is usually referred to a specialist. The lack of the correct diagnosis or the
delay caused by going from one specialist to another can lead to undesirable
outcomes. A physician could query the symptoms on a specialized database
such as PubMed, however, this general databases return numerous unnec-
essary results. Thus, it could prove to be useful for the physician to have a
tool specialized in matching symptoms with rare diseases.

The objective of this report is to review the state of the art in clinical
decision support systems (CDSS) and identify guidelines for designing, im-
plementing and evaluating such a system, with a focus on rare diseases.
Based on these findings, we present possible directions for future develop-
ment of a CDSS for diagnosing rare diseases.

The report is organised as follows: Chapter 2 describes the various pro-
cesses underlying the research for developing a clinical diagnosis support
system for diagnosing rare diseases. Chapter 3 outlines typical definitions of
CDSSs and reviews the state of the art of these, including their in relation
with rare diseases. Finally, Chapter 4 provides guidelines for implement-
ing and evaluating a CDSS, Chapter 5 proposes some future directions of
research and Chapter 6 concludes the review.
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Chapter 2

Background

2.1 Diagnostic process

In order to design a tool to improve the accuracy of medical diagnosis, it is
first of all necessary to understand the cognitive processes underlying it [1].

To make medical decisions, the physician must combine the patient’s data
with two types of medical knowledge: a low-level knowledge about the struc-
ture and the function of the body, about diseases, their causes and treat-
ments; and a second high-level knowledge gathered from clinical experience
[2].

Given the patient’s symptoms, the clinician uses his medical knowledge to
formulate hypotheses about the cause. Based on their likelihood and perhaps
treatability, one or two hypotheses are selected and further information is
collected in order to test them. With the new acquired data, a hypothesis
may be confirmed or other hypotheses may be further explored. The process
ends in a decision to intervene [2].

The diagnostic process can be viewed as a Bayesian inference where the
prior probability of a condition is revised in accordance with new evidence
[3].

It is the second type of knowledge (clinical experience) that enables clin-
icians to organize the evidence and make ’wise’ decisions [2]. However, even
experienced clinicians sometimes need guidance in remembering, confirming
or acquiring medical knowledge [2]. In such situations, the clinicians may
turn to several resources of medical information.

2.2 Medical information resources used by clini-
cians

Today, clinicians are overwhelmed by the great deal of medical information
available. A typical physician is estimated to use approximately 2 million
pieces of information when taking medical decisions [2, 4], and the amount of
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medical knowledge is rapidly increasing1. It was also reported that clinicians
have at least one medical knowledge-related question per patient, and that
more than half of these remain unanswered [4, 5]. Knowing that a leading
cause for medical errors are delayed or erroneous decisions [6], it is important
to understand the reasons clinicians do not pursue the answers. The main
reasons for not pursuing an answer seem to be time constraints, lack of
adequate resources [5], difficulty formulating a question, difficulty selecting
an optimal search strategy, failure of resources to cover a topic, inadequate
synthesis of multiple resources, and uncertainty about when all relevant
information was found and the search can stop [7].

Regarding the gap between evidence and practice, it has been studied that
there is often an unacceptable delay between the confirmation of a medical
research finding and its use in clinical practice [8]. It was also found that
it takes an average of around five years for the published guidelines to be
adopted in routine practice [9].

To overcome these problems, the clinicians use information resources to
supplement their knowledge and clinical experience, and to keep up to date.
They have traditionally used journals, textbooks, and discussions with col-
leagues to find information, but more popular have now become the elec-
tronic online resources. Data reported in several studies reveal that most
physicians (results varying between 72% and 95%) regularly use the Internet
to identify medical information [10, 11], and in one of these surveys, 51%
of the participating physicians declared that the Internet influence their
healthcare decision [11].

Many medical articles are now available online on the websites maintained
by journals, although there are some that require registration or charge for
viewing the full material. However, many of the articles are also available
through non-journal web sites and online repositories maintained by the
author or author’s institution [12]. Some medical professionals have access
to full-text journal articles through institutional subscriptions.

MEDLINE is the authoritative repository of medical bibliographic infor-
mation containing basic article-related information such as title, authors,
publication information (name, date and type), abstract, language, meta-
data and other data. The MEDLINE database is accessible through search
interfaces. The most popular of these is PubMed, which allows the use of
boolean operators, search templates and other complex querying techniques.[13]

Review of existing evaluations of different sources the clinician
use when searching for medical information

A 2004 survey reported that most physicians (92%) favour using a specific
website over commercial search engines (such as Google) for gathering med-

1Between 2,000 and 4,000 MEDLINE citations are added monthly, with 712,000 new
references added in 2009 alone. MEDLINE Fact Sheet
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ical information. Nearly one third (32.3%) of the physicians participating in
the survey reported that they use edited data sources (such as UpToDate,
Medscape, WebMD, MD Consult, and eMedicine), more than one quarter
(27.3%) favor research databases (such as PubMed) which provide access to
medical journal publications, and a small percentage use sites specialized to
their area of expertise (2.9%) or use medical web site portals (3.1%) [14].

In a 2009 study of healthcare professionals from Finland, it was discovered
that the majority of respondents used electronic databases in their prac-
tice and that more than 80% of them used more than four such databases.
Among the most popular for physicians were Google (82%) and PubMed
(74%). However, 93% of the nurses used Google, but only 42% used PubMed
[15]. This indicates that PubMed is especially useful for highly qualified
healthcare professionals.

It was observed that Google is excellent at finding resources where symp-
toms and signs co-occur and that humans are efficient in filtering relevant
documents[16]. However, problems arise either in the case of complex dis-
eases that exhibit no specific symptoms or common diseases with an unusual
case of manifestation, or when the clinician is flooded with non-relevant re-
sults [16].

2.3 Computerized clinical diagnosis decision sup-
port systems (CDDSS)

A computerized clinical decision support system (CDSS) is an information
system designed to improve clinical decision making. There are several types
of CDSSs, but this study focuses on the diagnostic systems, which assist
the clinician with the process of differential diagnosis. These systems are
intended to remind the clinician of diagnoses that they might not have con-
sidered, or trigger their thinking about related diagnostic possibilities.[17]

These type of systems usually take as input patient information such as
signs, symptoms, past medical history, laboratory results values and de-
mographic characteristics, and generate a list of possible diagnoses, ranked
probabilistically. CDDSSs do not attempt to replace the clinician by pro-
viding one correct answer, but they work by interacting with the clinician
in selecting a set of plausible alternative diagnoses.

2.4 Rare diseases

Rare diseases are generally defined by the number of people affected by
the disease, but other definitions include factors such as the severity of the
disease or the existence of a treatment. To be classified as a rare disease,
the prevalence of that disease has to be very low, but different countries
select different thresholds to establish this division. A disease that may be
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considered common in one part of the world may be labelled as rare in other
parts.

In Europe, a disease is defined as rare when it affects fewer than 5 per-
sons in 10,000, i.e. less than one person in 2,000. In Denmark, a disease or
disability is considered rare when there are less than 1,000 people affected
nationwide i.e. approximately one in 5.000 inhabitants. In Norway, a con-
dition is rare when there are up to 100 people affected by the disease in
one million inhabitants, i.e. one in 10,000. The Swedish National Board
of Health and Welfare has a database of rare diseases defined as affecting
”fewer than 100 people per million, and which lead to a marked degree of
disability.” 2

In United States, a rare disease is defined 3 as ”those which affect small
patient populations, typically populations smaller than 200,000 individuals
in the United States” – that is, around 1 in 1,500 people.

According to the National Institutes of Health Office of Rare Diseases,
there are close to 7,000 known rare diseases in the world and about 25-30
million people in the U.S. are affected by one 4. The European Organisation
for Rare Diseases, EURORDIS, estimates that there are between 6,000 and
8,000 rare diseases, and that around 30 million European Union citizens may
be affected by a rare disease, most of them (around 80%) of genetic origins5.
It is estimated that around five new rare diseases are described each week
in the medical literature. 6

2Rarelink.no is a Nordic site that contains links to information on rare disease that
have been published in Norway, Sweden and Denmark About rarelink.no

3According to the Rare Disease Act of 2002. Full text
4The Office of Rare Diseases Research, National Institutes of Health. About ORDR
5EURORDIS - ”The voice of Rare Disease Patients in Europe” - is a non-governamental

patient-driven alliance of patient organisations and individuals active in the field of rare
diseases EURORDIS website

6Orpha.net - ”The portal for rare diseases and orphan drugs” About rare diseases
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Chapter 3

State of the art in medical
diagnostic systems

3.1 History of clinical decision support systems

It has been repeatedly asserted in the literature of computerized medical
diagnosis that clinical decision support systems have a great potential to re-
duce medical diagnostic errors and improve quality of care [1, 18, 19, 20, 21].
Despite the existing results of improved medical care, their demonstrated
utility and various investments in the field, health care institutions have
been slow to incorporate these systems in the work environment[22].

The first attempts to create software programs that aid in diagnosing
medical conditions started more than five decades ago [23, 24]. The first
generation of CDSSs (such as MYCIN, QMR, Iliad or DXplain) used pre-
compiled knowledge bases of symptoms, signs and laboratory findings for
a list of syndromes and diseases, and the user entered his patient find-
ings through a menu of choices. The program then used Bayesian logic or
pattern-matching techniques to suggest possible diagnoses [25]. Although
these systems proved to be helpful to the clinician in experimental settings,
these early systems did not gain widespread acceptance in clinical use. The
difficulties encountered were presumably the considerable amount of time
needed to input the clinical data and the system’s limited sensitivity and
specificity [25].

Many experimental programs have been developed over the years, but
only few of them were integrated in the clinical environment. It was observed
that there is a pattern in the development cycle of many of these systems; the
new models were tested and their characteristics were of interest, but then
they were abandoned when developers found out that further development
was much more difficult than modelling the prototype.[23]

Significant research progress has been made since the idea of the computer-
based CDSS emerged, however, several barriers continue to interfere with
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their effective implementation in clinical settings [24]. A 2005 systematic
review concluded that CDSSs improve practitioner performance but there is
insufficient evidence to determine the effects on patient outcomes [26, 24].

3.2 Types of clinical decision support systems

Computerized algorithms can be used to provide decision support for a va-
riety of clinical conditions. Clinical decision support systems are developed
to support medical functions (or tasks) such as alerting (e.g. highlighting
abnormal values), reminding (e.g. to schedule a surgery), critiquing (e.g. re-
viewing a prescription), interpreting (e.g. electrocardiogram interpretation),
predicting (e.g. risk of mortality), diagnosing (e.g. producing a differential
diagnosis), assisting (e.g. in selection of antibiotics), and suggesting (e.g.
generating suggestions for adjusting medical equipment).[4]

Clinical decision support systems can also be described along several other
axes, besides their specific tasks. The systems can differ in the timing of
providing support (before, during, or after the clinical decision is made),
scope of the system (general or targeting a specialty), setting (ambulatory
or inpatient care), access (integrated with an electronic health record sys-
tem or stand-alone systems). The systems can also be described in terms
of implementation, as being knowledge-based or non-knowledge-based sys-
tems (employing machine learning or other statistical pattern recognition
approaches [27]), and in terms of the output, as active or passive system
(e.g. actively providing alerts or reminders, or passively responding to user
input).[27, 28]

3.3 Available clinical diagnostic decision support
systems (CDDSS)

The development, evaluation and application of the systems described in
what follows have been extensively presented in literature [17]. Regardless
of implementation, CDDSSs usually take as input clinical signs, symptoms,
laboratory results or demographic characteristics, and output diagnostic rec-
ommendations [29]. The systems differ in the data used to determine their
probabilities estimates, the diseases and clinical findings covered in their
knowledge base, the representation they use for describing data, and the
algorithms they use to process and analyse the data [17]. Most knowledge-
based systems are comprised of three parts: the knowledge base, the infer-
ence engine, and the user interface [27]. Systems that do not use a knowledge
base use machine learning, recognizing patterns in data [27].

Examples of diagnostic decision support systems are: INTERNIST-I and
MYCIN (two of the first expert systems to be developed in the 1970s, rule-
based systems that follow ”if-then” rules), DXplain (first version released
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in 1986), Problem Knowledge Coupler (PKC), Iliad, Isabel, QMR (Quick
Medical Reference), Global Infectious Diseases and Epidemiology Network
(GIDEON), SAPHIRE and MedQA [30, 25, 29, 31]. Miller observed in the
1990’s a trend in the clinical decision support systems of becoming more
specialized and focused, integrated in the clinical workflow [32]. He also ob-
served that the importance of evaluating these systems has raised and that
developers begin to include patient preferences and evidence-based knowl-
edge representation in their design [32].

In what follows, we briefly describe some of the most popular of the
systems currently available. Giving a detailed description of these systems
is not the focus of our report as they are exhaustively described in previous
literature.

Isabel is a web-based CDSS that accepts both free-text entry and key
findings based input. It uses a thesaurus for recognition of terms, uses
natural language processing strategies and pattern-matching algorithms to
compare findings with a selected reference library (comprised of 6 medical
textbooks and 46 major journals of general and specialty medicine) and
produces a total of 30 suggested diagnoses (with links to the authoritative
texts).[25]

Iliad and QMR are two mature systems that were extensively covered in
the literature and are available commercially for use by physicians. Users
of Iliad can enter clinical findings about a patient using an interface that
allows both free-text and menu-based input. Estimated probabilities are
associated with the diseases generated by the system. The representations
of each disease can also be browsed. QMR also offers functions such as com-
paring and contrasting pairs of diseases. In QMR, the relationship between
findings and diseases is represented on a 5-point scale.[33] QMRs predecessor
is INTERNIST-1 [30].

MedQA is a ”medical definitional question answering system” that gen-
erates short (parapgraph-level) answers to definitional questions (i.e. ques-
tions of the format ”What is X?”)[34, 31].

Denekamp et al [30] present a comprehensive description and categoriza-
tion of the diagnostic systems currently available. They break down the
characteristics of the CDSS in several important features (e.g. the systems’
sources of knowledge, computational model, explanations provided), includ-
ing the consideration of all hypotheses, where DXplain has an advantage:
the rare diseases are displayed separately from the rest of the diseases. DX-
plain is a mature and evolving system; the development of DXplain began in
1984, its distribution in 1987, and in 1996 it was switched to the online ver-
sion [35]. A valuable insight from the creators of DXplain is that, although
they implemented numerous advanced features in the later versions, most
of these features were used by an extremely small percentage of users [35].
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3.4 Rare diseases and CDSSs

In 1987, in a review of diagnostic logic, Macartney stated that ”probably the
most suitable [computer diagnosis] application is in the diagnosis of rare syn-
dromes, where there is a real problem of human memory and the collation of
small snippets of information from diverse sources. Cases can be added from
reports in journals as well as from the experience of collaborating centres,
thus pooling information that could never effectively be accommodated in
the memory of a single clinician”[36].

A system for the computerized storage and retrieval of information on
rare dysmorphic syndromes was developed in early 1980’s. The London
Dysmorphology Database described in the 1984 paper was developed with
the aim of providing the clinician with a manageable list of possible genetic
syndromes for a particular case, with references, and the possibility to reg-
ister undiagnosed or unreported cases [37]. An online and updated version
of the project was published in 1999 1.

Thus, it seems reasonable to say that the literature supports the idea that
a computerized medical diagnosis system is well suited for diagnosing rare
diseases. The average clinician would not be able to remember or recognize
the majority of the rare diseases, and even an expert clinician would find it
difficult to recall all of them.[37] A diagnosis decision support system could
help the clinician identify the most plausible diagnosis, provided that the
system is able to produce an evidence-based list of the most significant rare
diseases matching the patient’s symptoms.

Using the Google Search Engine as a diagnosis tool for rare
diseases

There have been several cases in which patients have correctly diagnosed
themselves or close relatives with a rare disease. One such report is pre-
sented in [38], where in two different cases, parents concerned by the lack
of diagnosis searched Google for symptoms and discovered a rare disease
that they suspected to affect their children. When informed of this suspi-
cion, doctors ordered the appropriate tests which confirmed that indeed the
children suffered from a rare disease for which early treatment was essential.

Nevertheless, despite these success stories, there have been cases of harm
associated with the use of health information on the Internet. Section 4.3
of this report discusses the social implications of the widespread availability
of health information on the Internet.

There are a couple of information search engines that have been devel-

1The online database contains information on over 4450 syndromes and has an inte-
grated photo library that shows the main dysmorphic features of the syndromes (accessed
October 2010) http://www.lmdatabases.com/
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oped for the sole purpose of searching information on rare diseases2. These
perform the searches only through a few major rare disease information
sources and databases, thus eliminating irrelevant results that would some-
times appear in a Google search and that would make finding the answer
difficult.

2The Rare Disease Search Engine http://www.raredisease.org/ and the Rare Disease
Communities Search Engine http://www.rarediseasecommunities.org/en/search
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Chapter 4

Review of guidelines for
implementing and evaluating
a CDSS

4.1 An ideal diagnostic support system

The literature on computerized medical diagnostics provides various helpful
general recommendations on how to develop a successful CDSS. Many of
these recommendations are produced as a result of a survey or a focus group,
or from lessons learned by the developers of such systems. Based on these,
in what follows, we have outlined the factors that may influence the success
of a CDSS.

A system should perform tasks that a doctor could not [36]. Mimicking
the physician is not enough; the systems may have a greater acceptability
potential if they prove to perform better in a specific task than the average
physician. The early systems developed for improving the medical diagnosis
were expert systems build on a model that tried to simulate human thinking.
This model is however not enough for the CDSS to succeed [27]. The systems
must provide additional, useful information about the patient [3].

Knowledge in the system must be current, accurate and verifiable [39].
The system should be transparent to the user, offering meaningful evidence
at each step, and should be continuously updated with the latest research
evidence [27].

Knowledge in the system must be easily accessible [39]. The system should
be available at the time and place of care, where the doctors see patients and
decisions are made [27], and should not require a lengthy log-on or multiple
question-answering steps [9].

Monitor impact, gather feedback, and respond with improved software [9].
Also monitor proper utilization of the installed clinical decision support
system, and assure that the users are properly trained [27].
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Make sure that the users understand the limitations of the CDSS [27].
The clinicians should be informed from the start of both the strengths and
limitations of the product. On the other hand, the developers should cover
the situation in which the system does not contain a piece of information (a
disease) that matches the findings (patient’s symptoms).

The applications should anticipate clinician needs [9]. Assist the clinician
in the process of diagnosis by anticipating his needs (for example, by sug-
gesting new symptoms matching the results), and by delivering the needed
information in real time.

Speed is important. Studies found that physicians would search for up
to two minutes for an answer, giving up searching if an answer was not
found after two minutes [11, 34]. One study evaluating the use of PubMed
by clinicians showed that it takes approximately half an hour to answer a
clinical question using PubMed [34]. This suggests that PubMed searching
can not be used in the clinical setting, but only after clinical hours [34].

Other challenges that are important to be met in the next generation
of diagnosis decision support systems are the creation of Internet-accessible
repositories, the use of free-text information, the prioritization and filtering
of recommendations to the user, summarization of patient information, in-
tegration with electronic health record (EHR) systems, and the mining of
large clinical databases [27, 20].

The use of some types of clinical decision support systems has increased
over the years (reminders or alerts). However, the use of diagnostic decision
support systems has been less popular [3, 8] because clinicians do not show
a strong need for such a system, because it is harder to implement than the
other types of CDSSs, and because the current systems would produce many
irrelevant results [8]. In order for the systems to be useful, it was suggested
that they should perform well, especially for difficult cases, and be flexible
on the input [23].

4.2 Evaluation of clinical software

The evaluation of a clinical decision support system can be seen both a
quality control mechanism, and as feedback for a new development cycle
[32]. The first evaluation step that should be considered is the identification
of the exact decision problem which the system should resolve (a prototype
may be necessary before a clear definition can be articulated) [19].

CDSSs should be tested throughout their whole life cycle, starting even
before they are implemented [18]. It was proposed that the evaluation of
medical systems should be conducted in two stages: laboratory and field
testing. The ’laboratory testing’ phase is necessary in order to show that
the system is safe and that patients can benefit from its usage. The ’field
testing’ phase is necessary in order to show if they have real value to patients
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and clinicians [19].
It was also suggested that the evaluation of the CDSS should be made

by considering three perspectives of the software - structure, process and
outcome - and that there are two protagonists that must be considered for
the evaluation process - the prospective user and the expert authority. In
this suggested framework, the user would typically be a nurse or junior
doctor, while the expert would be ”the authority who sanctions the use of
the system”, a consultant. [19]

Following the evaluation model described above, for each type of pro-
tagonist (user and expert) three categories of laboratory testing questions
should be asked: about the structure, process and outcome. Similarly, for
field evaluation Appendix A provides examples of such questions.

4.3 Social implications

A growing number of researchers suggest that the successful adoption of a
computerized decision support system does not depend only on the tech-
nology, but also on the social, political, organizational, and practice-related
factors [40]. It was proposed that elucidating these contextual factors could
facilitate the successful adoption of such systems in the clinical setting and
result in a better system design [40].

Regarding the introduction of the computer in the interaction between
patient and clinician, many [41, 42] feared that this will disrupt the personal
setting in which the encounter between the patient and clinician takes place.
However, studies [22, 21] have shown that the majority of the patients agree
with the clinician using a computer during the consultation, and many of
the patients perform Internet searches to look for health-related information
themselves.

Patients use the web (and subsequently, the Google search engine [16]) to
look for more information on their disease or symptoms, and in some cases,
even try to diagnose themselves. However, in general, patients see the web
just as an additional source of health information, and not a replacement for
their doctor [43]. Thus, to avoid undesired situations, the doctor could then
guide the patient to the correct medical information on the Internet, rather
than ignoring the fact that the user will most probably search the Internet
for more information. This results in patients assuming a more active role
in the healthcare decision process.

An increase in patient use of medical information has been recorded in
recent years [44]. Although there have been successful cases in which pa-
tients have correctly diagnosed themselves using the information available
on the Internet [38], there have also been cases of harm produced by use of
inaccurate information or from misunderstandings [45]. In these cases, the
patient can suffer physically, emotionally, or financially [45]. These conse-
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quences are especially important when the patient is wrongly self-diagnosed
with a rare disease 1.

Another concern, introduced by clinicians, was that the CDSS would
increase consultation times [22]. In a study from 2006, the majority of the
participating clinicians admitted that they were behind schedule most of the
time by more than 20 minutes [46].

A further concern was that the system could provide advice in the form
of an appealing but incorrect diagnosis, and if accepted by clinicians, the
system’s effect may be damaging [33].

On the other hand, a report has enumerated the several benefits of the
interaction between the clinician and the information system: the interac-
tion occurs when clinicians learn new information about patients and when
clinical decisions are made, the information needs may be predictable and
resolved, sometimes even automatically [6].

4.4 Users’ perspectives

It has been well described in literature that in order to design a successful
CDSS it is important to first consider the users’ needs, their attitudes and
preferences, and their information needs [47, 42]. User resistance seems to
be an important obstacle in the adoption of CDSSs in the clinical setting
[42].

A study with clinicians published in 2010 showed that lack of time was
perceived by the participants as the biggest barrier to using a CDDS [48].
This finding has been shown in previous studies as well [49], and thus it
should be an important consideration when designing a CDSS. Clinicians
reported a desire for the best evidence, supported by direct links to rele-
vant and popular papers, such that there is a balance between relevance,
popularity and quality [50].

Another study, concerning clinicians in Finland, reported enthusiasm for
the use of CDSSs in practice, but also uncovered worries for the usability
and the possible implications in the doctor-patient interaction [42].

One concern reported by some clinicians was that the use of a CDSS
could result in more diagnostic tests being ordered. On the other hand,
some clinicians acknowledged the usefulness of a CDSS in difficult cases
[42].

1Cyberchondria New York Times aricle
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Chapter 5

Future work

5.1 Support decision system for diagnosing rare
diseases using vector space model and medical
text mining

The idea of creating a system specifically for supporting diagnosing rare
diseases was probably first described in Support decision system for diag-
nosing rare diseases using vector space model and medical text mining [51].
The system developed by M. Andersen and H.G. Jensen uses a rare diseases
database containing information gathered from a rare diseases website, and
has the ability to present the physician with a list of top 20 possible diagnoses
given a list of symptoms. They used the bibliographic database MEDLINE
together with PubMed, the public gateway for accessing this database, for
accessing the article-related information on which the outcomes are based.

Their tests show that in around 60% of the cases, the system places the
correct rare disease name in the top 20 results. However, their evaluation of
the system could have benefited from a comparison with other systems or
techniques (such as searching Google) and from a stronger statistical eval-
uation, ensuring that their assessment of performance is statistically signif-
icant. Moreover, it was shown that CDSSs evaluated by their developers
have a tendency to show better results, which might indicate a bias [52, 53].

5.2 The development cycle

The development of the system should follow an iterative build-test-refine
cycle [19]. A six-step process that can be used in implementing the system
would begin with (1) identifying stakeholder goals; (2) identify available
clinical systems; (3) select CDSS interventions; (4) build them; (5) deploy
them; and (6) analyse their effect [8]. Again, the feedback collected from
step 6 will help refine the system [8].
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In order to involve the prospective users and interested parties in the
early development of the project, we have initiated a study to identify their
requirements, opinions and preferences. Appendix B describes the insights
we have gathered from experts on the possibility of developing a clinical
diagnosis decision support system for diagnosing rare diseases.

5.3 Sources of information for the rare disease project

In last few years, research on rare disorders has gained in importance. Re-
searchers and clinicians share the data they collect by studying and treating
rare diseases, patient organizations facilitate the dissemination of the col-
lected information, and clinical trials for rare diseases are ongoing.

There are numerous rare disease patient organizations with the general
common aim of improving the quality of life of people living with rare dis-
eases and raise awareness of the diseases’ impact on the lives of patients and
their families. These organisations could provide useful information on rare
diseases. One of these organizations is EURORDIS, the European Organi-
sation for Rare Diseases, an alliance of patient organisations and individuals
active in the field of rare diseases, representing more than 434 rare disease
organizations in over 43 countries. In Denmark, there is an alliance of 36
national rare disease organisations called Rare Disorders Denmark1.

5.3.1 Text-based information sources

Detailed information on rare diseases is available through databases main-
tained by organizations, agencies and other institutions. The prototype de-
veloped by M. Andersen and H. Jensen uses one of these 2. It is a database
of over 7,000 rare diseases, provided by the Office of Rare Diseases Research,
National Institutes of Health, and contains description of rare diseases with
annotated references and further resources (such as other databases, clinical
trials and research, or testing laboratories and clinics).

The National Organization for Rare Disorders (NORD) provides over
1,200 rare disease reports written in non-technical language, and includes
disease-related information such as: symptoms, causes, therapies, links to
patient organizations and other resources, synonims, disorder subdivision,
affected population, and related disorders.3

Orphanet is a freely accessible database of rare diseases containing infor-
mation on more than 5,000 diseases.4 Data included in the database consists
of a general disease summary, prevalence, inheritence, age of onset, ICD-10
code, synonyms, and links to further information such as classifications,

1Sjaeldne Diagnoser Danmark www.sjaeldnediagnoser.dk
2rarediseases.info.nih.gov
3Abstracts are free, but full-text reports require a processing fee. www.rarediseases.org
4www.orpha.net
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publications in PubMed, clinics, diagnostic tests, patient organizations, or-
phan drugs, research projects and clinical trials. The orpha.net portal also
provides an interface in which it allows users to enter medical signs and
search for a matching disease (around 2,000 diseases have been indexed for
this system), maintains a journal (Orphanet Journal of Rare Diseases5) and
publishes a series of reports that may be of interest to our project (e.g. a
report on the prevalence of rare diseases).

Around 550 rare diseases (along with a general description, synonyms,
diagnosis, treatment and other resources for each disease) are listed by the
About.com Rare Disease page6. The Swedish National Board of Health and
Welfare7 provides a database including 265 diagnoses described in Swedish
and 88 in English, including information such as: description, occurrence,
cause, heredity, symptoms, diagnosis and testing, treatment or interven-
tions, national and regional resources, courses and organizations, research,
information material, along with corresponding literature.

Moreover, as a result of a collaboration between the Scandinavian coun-
tries, a rare disease database for nearly 580 diseases was produced (the
project is called rarelink8). Although primarily described in one of the
Scandinavian languages, reports of rare diseases also include some descrip-
tions in English. The information provided by their database contains links
to external websites providing information related to a disease (in English,
Danish, Swedish, Finnish, Norwegian or Icelandic) and it also provides the
terms used in the different languages to denote each disease.

We intend to further investigate these resources of information and search
for others9 as well, and to update our findings through the project’s web-
site10.

5.3.2 Non-text-based information sources

Because many rare diseases present a specific dysmorphic characteristic,
systems have been developed that aid the clinician in identifying a diseases
solely based on the morphological features of the patient [37]. Such sys-
tems range from presenting a set of relevant photos or 3D models, up to
identification based on image or 3D models analysis. [54, 55, 56]

5Latest articles on rare diseases, open-access to all articles, downloadable in PDF.
Around four articles appear each month. www.ojrd.com

6rarediseases.about.com
7www.socialstyrelsen.se/rarediseases
8www.rarelink.no
9Other sources of rare disease information we identified are: a genetic condi-

tions database from Genetics Home Reference http://ghr.nlm.nih.gov/BrowseConditions,
OMIM - Online Mendelian Inheritance in Man http://www.ncbi.nlm.nih.gov/omim,
the list of rare diseases provided by HON - Health On the Net Foundation
http://www.hon.ch/HONselect/RareDiseases/index.html, and Wikipedia’s pages on the
category of rare diseases en.wikipedia.org/wiki/

10sites.google.com/site/rarediseasescdss/about-rare-diseases
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5.4 System design

5.4.1 Querying interface

As the Internet users today are accustomed to search using extremely short
queries, we could assume that physicians may prefer the integration in the
system of this rapid back-and-forth interaction style that comes with short
queries [13]. Doctors often use web search engines which support this style,
so this type of querying may be more natural to the physician when using
the diagnostic system. This can be complemented by automatic filling of
queries based on a couple of given keywords [13].

The clinician often knows more about a patient than the data he intro-
duces in the computer [27]. Thus, if the system would be able to anticipate
the user’s needs and make further suggestions based on the keywords he
already introduced, the clinician would just have to filter the information
based on what he already knows but maybe did not include in the initial
query.

The clinician can also be assisted by a system which recommends syn-
onyms or related terms extracted from medical codifications such as the
NCI Metathesaurus11 or ICD-1012. Moreover, because some of these clas-
sifications are available in multiple languages, and because it is possible to
correct spelling mistakes in query entries, the system might be appropriate
also for clinicians for which English is a second language.

It would also be interesting to study whether a time dimension could
be introduced in the list of symptoms [17]. This time dimension could be
related to the appearance, sequence, or duration of signs and symptoms, and
could prove to be important in matching these findings with similar cases.

5.4.2 Information retrieval and processing

Given that the amount of medical information about rare diseases is rapidly
increasing, the system’s database must be frequently updated. A web based
system is the easiest distribution solution when the CDSS has to be fre-
quently updated [35]. This would allow the user to always have the latest
version, with the latest medical information. Nevertheless, this requires a
mechanism for an easy update of the database and the system needs to be
designed with an ability to be maintained and extended [32].

Text mining and natural language processing are two techniques that are
widely employed in medical data analysis and can be and have been used in
CDSSs [28]. Extensive medical knowledge has already been codified using
the Unified Medical Language System (UMLS), the International Statisti-
cal Classification of Diseases and Related Health Problems 10th Revision

11NCI Metathesaurus maps more than 3,500,000 terms from 76 sources into 1,400,000
biomedical concepts. ncimeta.nci.nih.gov

12www.who.int/classifications/icd/en/

19

http://ncimeta.nci.nih.gov/
http://www.who.int/classifications/icd/en/


(ICD-10) or Logical Observation Identifiers Names and Codes (LOINC).
Moreover, there are numerous software products and libraries that utilize
these classifications [13].

The use of PICO (Patient/Problem, Intervention, Comparison, and Out-
come) framework was suggested as a good technique for structuring clinical
queries. It was shown that using the PICO framework can result in clini-
cians formulating better queries that are easier to interpret by the system.
Having a well-formulated query is a crucial step in finding answers to clinical
questions [13].

5.4.3 Evidence strength

Because resources on the Internet vary greatly in terms of quality, relevance
and popularity, it might be possible to use this information in our database
model but also when presenting relevant resources for clinicians. There
have been suggestions of classifying medical resources under three categories,
based on the strength of the evidence [13]. Under this classification:

A-level evidence is based on resources that are consistent, of good
quality, resulted from randomized control trials or meta-analyses.

B-level evidence is based on resources that are inconsistent, of limited
quality, resulted from randomized control trials or meta-analyses.

C-level evidence is based on resources that are not rigorous.

A further classification could account for the publisher of that resource.
In the case of MEDLINE citations, the study type is encoded into the Pub-
lication Type field [13].

It might also prove viable to employ a classification of resources based on
the type of language they use, for example, classifying resources as using
expert or non-expert medical terms [57], thus making a distinction between
resources targeting patients or health care specialists.
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Chapter 6

Conclusion

The findings of this study will be used in the development of the clinical
diagnosis decision support system for diagnosing rare diseases. The evidence
collected during this report shows that such a CDDS can add value to the
existing medical care by providing evidence-based patient-specific advice at
the point of decision making.

Our findings show that rare diseases can be suitable as the object of a
specialized diagnostic CDSS. On one hand, as some diseases are so rare, the
physicians may find it difficult to remember the details pertaining to every
disease. Moreover, the patients affected by these diseases sometimes suffer
long delays before a diagnostic is pronounced. This is especially problematic
for cases where early diagnosis is essential for the efficacy of treatment [38].

During our research, we identified the existence of several medical codifi-
cation standards and libraries for accessing and processing them. Clinicians
have access to complex search engines that search through exhaustive med-
ical article databases (such as PubMed), as well as several databases with
information on rare diseases. The goal of the project will be to connect
and combine all of these separate systems, in order to reduce the amount of
time necessary to search for rare diseases, which was shown to be the main
obstacle in clinicians using electronic medical resources in practice.

This study was an important first step towards designing the system.
We intend to continue investigating user perspectives and plan to further
integrate them in the design of the system.
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Appendix A. Questions to be
answered during system
evaluation

Described in and taken from [19]:

Laboratory testing

For a prospective user:

(1) Structure (Is the system wanted?) Is there a perceived need? Can the
advice be made available at the right place and time?

(2) Process (Is it pleasant to use?) Is the interface satisfactory: desired
options available? clear pointers to system state? effective screen-
lkeyboard layout? is system dialogue acceptable? Is the system fast
enough?

(3) Outcome (Does it say sensible things?) Do its conclusions seem as
sound as those of a respected authority? Are the explanations ade-
quate?

Questions that an expert authority might wish to ask:

(1) Structure (Is the system of good quality?) Is the source of knowledge
appropriate? Is the knowledge representation appropriate? Are the
hardware and software adequate?

(2) Process (Does it reason appropriately?) Is the logic consistent and
rigorous? Is system control defined and clearly represented? Is the
method of handling uncertainty rigorous? Is it robust to irrelevant
variations in input data?

(3) Outcome (Does it draw safe and potentially valuable conclusions?)
Can it detect cases which are beyond its margins? Does it make seri-
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ous mistakes within its domain? Compared to current practice, how
accurate are its judgements?

Field evaluation

(1) Structure (how well does the system fit into its intended environment?)
Do users find the overall system acceptable? Is adequate data available
to the system? Is the system’s advice accessible to the users? How
well does the system integrate with other sources of expertise in the
intended location?

(2) Process (what effects does the system have on the processes of health
care?) How often is the system used appropriately; what prevents
this? Which parts of the system are not used or are abused, and
why? Does the system have an effect on the quality or completeness
of data? Does the system have an effect on the health care process:
consultation time, length of stay number and types of investigations
ordered, treatments used quality of users’ decisions during and after
use (education)? Does the system have a subjective effect on: users’
job satisfaction, perceived responsibilities patients and administrators’
perceptions of the interaction?

(3) Outcome (does use of the system have an effect on outcome measures?)
Does use of the system have an effect on individual patient morbidity?
Does use of the system have an effect on population morbidity? Does
use of the system have an effect on mortality? Are there any unex-
pected or significant side effects? What are the overall cost/benefit
ratios associated with use of the system?
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Appendix B. Stakeholders’
perspectives in the context
of a CDSS diagnosing rare
diseases

In a dialogue with Henrik L. Jørgensen, MD, PhD (chief physician at the
Department of Clinical Biochemistry, Bispebjerg University Hospital, Den-
mark) and Dorica Dan (member of the Board of Directors at EURORDIS
and president of the Romanian National Alliance for Rare Diseases), we
found that the attitude towards such a system is positive and, conditioned
by the improvement of the system, there is hope that it will prove useful to
physicians as well as patients.

Following are their assessments on the idea of a project for developing a
clinical decision support system for diagnosing rare diseases.

Dorica Dan: ”It was a very pleasant surprise to find out about the ex-
istence of such a project to develop a support system for diagnosing rare
diseases, given a list of symptoms of the patient. We always thought about
it as well. There is one such option at the Orphanet portal, but the oper-
ation should be improved. We surely would want to be partners in such a
project.”

Henrik L. Jørgensen: ”Overall, I think it is a very good idea with a system,
which could suggest diagnoses of rare diseases to physicians. Many of these
diseases are indeed very rare and the aggregated probability of meeting even
one of them during a lifetime as physician is very low.”

Mr. Jørgensen was involved from early on in the project researched by
Henrik G. Jensen and Michael Andersen, and provided important input to
their prototype. He now reflects on the outcome: ”Michael and Henrik’s
system represents a promising prototype. I submitted 5 patient cases to
them and in three of these, the correct diagnosis was among top 20. This
hitrate obviously needs to be improved but it is a good start.” He continues
with a few recommendations for the future development of the system: ”For
the system to be of use in an everyday clinical setting, it must, of course, be
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easy to use. The input should consist of symptoms reported by the patient,
observations made by the physician as well as any additional information
such as results of blood tests, X-rays etc. If the system can provide helpful
suggestions as to the diagnosis, I am sure that it will be of interest both to
general practitioners and to specialists alike.”

We intend to continue the investigation of users’ and stakeholders’ per-
spectives and plan to iteratively develop the system taking into account their
needs.

However, the clinical setting in which such a system could be used in the
future should be taken into consideration in the development process, and
we have briefly studied two clinical settings in different countries in Europe
(Denmark and Romania). Although we did not pursue a detailed study of
these cases, it is obvious that there are differences between different parts
of the world that may affect the interaction with the system. The high level
of development and integration of computerized resources in Denmark is a
major advantage over a country such as Romania.
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